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Introduction

Aim: Cost-free fine-grained architecture optimization
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Channel Pruning (DHP)

Observation 1: Pruned network performs better than the original network.
Observation 2: Channel pruned network outperforms the original network
under different model complexities.

Limitation of previous works:

» Lottery ticket hypothesis targets unstructured pruning.

» Longer training epochs for channel pruning.
» Small datasets.

Question 1: The Heterogeneity Hypothesis

With the same training protocol, there exists a layer-wise differentiated
network architecture (LW-DNA) that can outperform the original network with
regular channel configurations but with a lower level of model complexity.
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Question 2: How to identify?

Starting from a baseline architecture

Cost-free architecture optimization

» Fair comparison. Identify the origin of the improvement

Single-shot network shrinkage

Widen Baseline Network

Reparameterize with Hypernetwork

Conduct Single-Shot Shrinkage

Train LW-DNA with the Same
Training Protocol

» 1) Initialize; 2) Single-shot shrinkage; 3) Train from scratch

Why single-shot?

Two problems of single-shot pruning:

> 1.Unable to_grow a layer: modify confiquration space

» 2. Unstructured pruning: reparameterization

Latent Vectors

@ Hypernetwork takes latent vectors as input.
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Question 3: Why the benefit?

1. CNNs are redundant. It is possible to find a layer-wise specific channel configuration
comparable with the baseline under lower model complexity.
2. The redistribution of computational budget could help to improve the performance.
3. Maybe related to overfitting

B =

» Higher training error while lower test error. :
> Easier to find an LW-DNA model for larger networks. i
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Dawset | Network | Method | Top-I Error (% | FLOPs [G]/ Ratio (%)

Baseline 2328
LW-DNA 23.00
RegNet [7] Baseline

X-4.0GF LW-DNA
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4.1177/100.0
3.7307 / 90.60
4.0005 7 100.0
3.8199/95.49
0.06127100.0
0.0605 7 98.86
0.0478 7 100.0
Bascline KD 0.478 7 100.0

LW-DNA 0.0460 7 96.23

Baseline 0.0930/100.0
Baseline KD 0.0930//100.0

LW-DNA 0.0872493.76
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Table 6: Image classification results.

Extensive Results on Image Super-Resolution and Visual Tracking
PSNR [dB] | FLOPs [G]/ | Params [M]/
BIOO[ 7] \ Urbanl00 [ 17] \ DIV2K [ '] \ Ratio (%) Ratio (%)

328171000 | 1.537100.0
25.88 28.85 28.79787.75 | 1.36/88.43

27.55 26.02 28.93 90.37 /1000 | 3.70/100.0
26.09 28.99 5544761.34 | 2.84/76.94

Method ‘

Network ‘ S5 ‘ Setla |

SRResNet [ ] LW-DNA 3007

Baseline 32.10 28.55
LW-DNA 3213 28.61

2851 27.52

EDSR [7]

I
Baseline 32.02 ‘ 28.50 ‘ 27.52 ‘ 25.88 ‘ 28.84

27.59

Table 2: Results on single image super-resolution networks. The upscaling factor is x4

Metric | DiMP-Baseline | DiMP-LW-DNA Success plot

TrackingNet [ 1]
Precision 68.06 68.27
Norm. Prec. (%) 79.70 79.64
Success (AUC) (%) 7377 7383
LaSOT [
—ATOM [51.5]

Precision 54.97 ‘ 57.30 — SiamRPN++ [49.6]

— DIMP-LW-DNA [57.4]
DiMP-Baseline [55.9]

Overlap Precision [%]

Norm. Prec. (%) 63.70 63.82 || =—MDNet [39.7]

. 10 (G . VITAL [39.0]
Success (AUC) (%) 55.87 5743 — SiamFC [33.6]

%o 0.2 0.4 0.6 1.0
Overlap threshold

Table 3: Tracking test results, DIMP-LW-DNA and DiMP-
Baseline use the identified LW-DNA and baseline version

of ResNet50, respectively. Success plot on the LaSOT dataset for visual tracking.
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