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Question 2: How to identify?

Starting from a baseline architecture

Cost-free architecture optimization

➢ Fair comparison. Identify the origin of the improvement

Single-shot network shrinkage

➢ 1) Initialize; 2) Single-shot shrinkage; 3) Train from scratch

Why single-shot?

Two problems of single-shot pruning:

➢ 1. Unable to grow a layer: modify configuration space

➢ 2. Unstructured pruning: reparameterization

Introduction

Aim: Cost-free fine-grained architecture optimization 

Lottery Ticket Hypothesis             Channel Pruning (DHP)

Observation 1: Pruned network performs better than the original network.

Observation 2: Channel pruned network outperforms the original network 

under different model complexities.

Limitation of previous works:

➢ Lottery ticket hypothesis targets unstructured pruning.

➢ Longer training epochs for channel pruning. 

➢ Small datasets.

Question 1: The Heterogeneity Hypothesis

With the same training protocol, there exists a layer-wise differentiated 

network architecture (LW-DNA) that can outperform the original network with 

regular channel configurations but with a lower level of model complexity.

➢ The same training protocol.

➢ The existence of LW-DNA models.

➢ Lower level of model complexity

(parameters, computation).

Question 3: Why the benefit?

1. CNNs are redundant. It is possible to find a layer-wise specific channel configuration 

comparable with the baseline under lower model complexity.

2. The redistribution of computational budget could help to improve the performance.

3. Maybe related to overfitting
➢ Higher training error while lower test error.

➢ Easier to find an LW-DNA model for larger networks.

➢ Improvement on smaller dataset is more significant.

Extensive Results on Image Super-Resolution and Visual Tracking
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Network Method Top-1 

Error (%)

FLOPs [G] 

/ Ratio (%)

Params [M] 

/ Ratio (%)

ResNet50 Baseline 23.28 4.1177 / 100.0 25.557 / 100.0

LW-DNA 23.00 3.7307 / 90.60 23.741 / 92.90 

RegNet-4GF Baseline 23.05 4.0005 / 100.0 22.118 / 100.0 

LW-DNA 22.74 3.8199 / 95.49 15.285 / 69.10
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Training and test log. MobileNetV1, Tiny-ImageNet

Success plot on the LaSOT dataset for visual tracking.


